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Abstract—Previous papers have proposed an algorithm called the edge histogram sampling algorithm (EHBSA) that models the relative relation between two nodes (edge) of permutation strings of a population within the PMBGA framework for permutation domains. This paper proposes another histogram based model we call the node histogram sampling algorithm (NHBSA). The NHBSA models node frequencies at each absolute position in strings of a population. Sampling methods are similar to that of EHBSA. Performance of NHBSA is compared with that of EHBSA using two types of permutation problems: the FSSP and the quadratic assignment problem (QAP). The results showed that the NHBSA works better than the EHBSA on these problems.

I. INTRODUCTION

As should work well for problems that can be decomposed into sub-problems of bounded difficulty [7] and for problems where similar solutions are of similar quality. However, fixed, problem-independent variation operators are often incapable of effective exploitation of the selected population of high-quality solutions and the search for the optimum often becomes intractable [7], [12], [21].

One of the most promising research directions that focus on eliminating this drawback of fixed, problem-independent variation operators, is to look at the generation of new candidate solutions as a learning problem, and use a probabilistic model of selected solutions to generate the new ones [8], [12], [13].

The probabilistic model is expected to reflect the problem structure and, as a result, this approach might provide more effective exploitation of promising solutions than recombination and mutation operators in traditional GAs. The algorithms based on learning and sampling a probabilistic model of promising solutions to generate new candidate solutions are called probabilistic model-building genetic algorithms (PMBGAs) [13] or estimation of distribution algorithms (EDAs) [9].

Most work on PMBGAs focuses on optimization problems where candidate solutions are represented by fixed-length vectors of discrete or continuous variables. However, for many combinatorial problems permutations provide a much more natural representation for candidate solutions. Despite the great success of PMBGAs in the domain of fixed-length discrete and continuous vectors, few studies can be found on PMBGAs in permutation domains [1], [14], and even these studies take an indirect approach of mapping permutation problems to fixed-length vectors of discrete or continuous variables, that in some cases necessitate the use of repair operators to correct invalid permutations.

Previous papers [22], [23] introduced a promising approach to learning and sampling probabilistic models for permutation problems using edge histogram models. We called the approach edge histogram based sampling algorithms (EHBSA). EHBSA can be used to directly encode and sample probability distributions over permutations without requiring a transformation of permutations to another domain or a repair operator. EHBSA was applied to several permutation problems including the travel salesman problem (TSP) [22], [23], the flow shop scheduling problem (FSSP) [25] and the capacitated vehicle routing problem (CVRP) [24]. The results indicated that using edge histogram models provides competitive results on the TSP where relative relation between two nodes is related to performance. However, on the FSSP, where absolute position of each node in a string is related to its performance, the performance of the EHBSA was not so competitive when compared with traditional genetic operators.

In this paper, we propose the node histogram model, another histogram based model within the PMBGA framework for permutation domains. In contrast to the EHBSA which models the relative relation between two nodes (edge) in permutation strings, the node histogram model models node frequencies at each absolute position in strings of a population and takes more direct form of UMDA [9]. Sampling methods are similar to that of EHBSA. In this paper, we call the approach node histogram based sampling algorithm (NHBSA). Performance of NHBSA is compared with that of EHBSA using two types of permutation problems; the FSSP and the quadratic assignment problem (QAP). The results showed that the NHBSA works better than the EHBSA on these problems.

In the remainder of this paper, a review of the EHBSA is described in Section II, NHBSA is described in Section III, experiments on the performance of NHBSA and analysis are given in Section IV, future work related to this paper is discussed in Section V, and finally, Section VI concludes the paper.
II. A REVIEW OF EHBASA

This section reviews how the EHBASA can be used to (1) model promising solutions and (2) generate new solutions by simulating the learned model. The review is presented in extra detail because EHBASA is closely related to the NHBSA.

An edge is a link or connection between two nodes and has important information about the permutation string. The basic idea of the EHBASA is to use the edge histogram of the whole population in generating new strings. The algorithm starts by generating a random permutation string for each individual population of candidate solutions. Promising solutions are then selected using any popular selection scheme. An edge histogram matrix (EHM) for the selected solutions is constructed and new solutions are generated by sampling, based on the EHM. New solutions replace some of the old ones and the process is repeated until the termination criteria are met.

A. Developing Edge Histogram Matrix (EHM)

In EHBASA, two types of EHM are defined; symmetrical EHM (EHM(S)) and asymmetrical EHM (EHM(A)).

1) A Symmetrical EHM (EHM(S))

A EHM(S) is intended to apply to problems such as a symmetrical TSP where each edge has no direction. In this case, we assume edges \( i \to j \) and \( j \to i \) are identical. If there is an edge \( i \to j \), then we assume the edge \( j \to i \) also exists. Here, \( i \) and \( j \) are nodes and \( i \neq j \).

Let string of \( k \)-th individual in population \( P(t) \) at generation \( t \) represent \( s'_k = \{ \pi'_j(0), \pi'_j(1), \ldots, \pi'_j(L-1) \} \), where \( \{ \pi'_j(0), \pi'_j(1), \ldots, \pi'_j(L-1) \} \) is a permutation of \( (0, 1, \ldots, L-1) \) and \( L \) is the length of the permutation. Then, a EHM(S) \( \epsilon'_{i,j} \) \( (i, j = 0, 1, \ldots, L-1) \) of population \( P(t) \) consists of \( L^2 \) elements as follows:

\[
\epsilon'_{i,j} = \sum_k \delta_{i,j}(\pi'_k(1)) + \delta_{j,i}(\pi'_k(L-1)) + \epsilon \text{ if } i \neq j
\]

\[
\epsilon'_{i,j} = 0 \text{ if } i = j
\]

where \( N \) is the population size, \( \delta_{i,j}(\pi'_k) \) is a delta function defined as

\[
\delta_{i,j}(\pi'_k) = \begin{cases} 1 & \text{if } \exists h \in \{0,1,\ldots,L-1\} \wedge \\
\pi'_k(h) = i \wedge \pi'_k((h+1) \mod L) = j \ \wedge \\
0 & \text{otherwise} \end{cases}
\]

and \( \epsilon (\epsilon \geq 0) \) biases the sampling toward random permutations and it can thus be seen as a form of mutation. To use a comparable pressure toward random permutations for all problems and parameter settings, \( \epsilon \) should be proportional to the expected value of \( \epsilon'_{i,j} \). Since the average of elements \( \epsilon'_{i,j} \) for \( i \neq j \) in EHM(S) is \( 2N/(L^2-L) = 2N/(L-1) \), we get

\[
\epsilon = \frac{2N}{L-1} B_{\text{ratio}}
\]

where \( B_{\text{ratio}} \) \( (B_{\text{ratio}} > 0) \) or the bias ratio is a constant related to the pressure toward random permutations.

2) An Asymmetrical EHM (EHM(A))

An asymmetrical EHM (EHM(A)) is intended to apply to problems such as an asymmetrical TSP and scheduling problems where each edge has direction. In these cases, edges \( i \to j \) and \( j \to i \) are not the same.

A EHM(A) \( \epsilon'_{i,j} \) \( (i, j = 0, 1, \ldots, L-1) \) of population \( P(t) \) consists of \( L^2 \) elements as follows:

\[
\epsilon'_{i,j} = \sum_k \delta_{i,j}(\pi'_k(1)) + \epsilon \text{ if } i \neq j
\]

\[
\epsilon'_{i,j} = 0 \text{ if } i = j
\]

where \( \delta_{i,j}(\pi'_k) \) is a delta function defined by Eq. 2. The average number of edges of element \( \epsilon'_{i,j} \) in EHM(A) is \( LN(L^2-L) = N(L-1) \). So the bias \( \epsilon \) for EHM(A) is defined as it is in Eq. 3 as follows:

\[
\epsilon = \frac{N}{L-1} B_{\text{ratio}}
\]

B. Tag Node

Since the EHM(A) described in Subsection A has no explicit information on the absolute positions of nodes in a string, we cannot apply it to problems such as the flow shop scheduling problem in which the absolute position of each node in a string is related to its performance.

The tag node (TN) is an approach to introducing information on the absolute position of each node in a string to these problems [25]. In addition to normal nodes, we add a TN to each permutation string. We call a string with a TN a virtual string (VS). String length of a VS is \( L_{VS} = L+1 \), where \( L \) is the length of real string (RS; string without TN). The TN in the VS works as a tag in a permutation string to indicate the first node, i.e., a node which follows the TN is assumed to be the first node in the solution. The TN is virtual because it does not correspond to any real nodes, or jobs. However, the TN in a VS is treated as if it is a normal node in modeling and sampling of the EHBASA.

Fig. 1 shows how to obtain RS from VS. In this case, \( L = 6 \). We can use any symbol to represent the TN in a VS. However, for implementation convenience, we use an integer number 6 (in general number \( L \)) to represent it in a VS. Then, a VS of length \( L+1 \) is represented as a permutation of \( \{0, 1, \ldots, L-1, L\} \) corresponding numbers 0, 1, \ldots, L-1 to real nodes and number L to the TN.

C. Sampling Algorithms

There are two sampling algorithms for sampling the EHM: (1) the edge histogram based sampling algorithm without template (EHBASA/WO), and (2) the edge histogram based sampling algorithm with template (EHBASA/WT).

1) EHBASA/WO

Let us denote the elements of the permutation to be sampled...
by $c[i]$ for $i \in \{0, 1, \ldots, L-1\}$. EHBSA/WO starts by randomly selecting the initial element of the new permutation (denoted by $c[0]$). The sampling continues recursively using a random proportional rule. Let us assume that the last element of the new permutation that we have generated is $c[p]$ (that means that we have generated $p+1$ elements so far). The new element $c[p+1]$ is set to $x$ (we restrict potential values of $x$ so that $x \neq c[i]$ for all $i \in \{0, 1, \ldots, p\}$) with a probability proportional to the element $\hat{e}_{ijk}^t$ of the given edge histogram matrix $EHM^t$. The sampling continues until the entire permutation has been generated. Fig. 2 shows the schematic description of the EHBSA/WO.

Note that EHBSA/WO is similar to the sampling in Ant Colony Optimization (ACO) [3].

1. Generate a candidate node list $C = \{0, 1, \ldots, L-1\}$.
2. Set the position counter $p \leftarrow 0$.
3. Obtain first node $c[0]$ randomly from $[0, L-1]$ and remove node $c[0]$ from $C$.
4. Construct a roulette wheel from $EHM^t$ and sample node $x$ with probability $\hat{e}_{ijk}^t/\sum_{x} \hat{e}_{ijk}^t$.
5. Set $c[p+1] \leftarrow x$ and remove node $x$ from $C$.
6. Update the position counter $p \leftarrow p + 1$.
7. If $p \leq L-1$, go to Step 4.
8. Obtain a new individual string $c[t]$.

Fig. 2 Schematic description of EHBSA/WO

2) EHBSA/WT
EHM described in A. does not consider interactions between edges, which can make the sampling rather ineffective in practice. EHBSA/WT attempts to improve the sampling by using a template. EHBSA/WT starts by selecting a template individual from the selected population $P(t)$. We use a simple strategy for selecting the template individual and set the template to a random individual from $P(t)$ (Other strategies could be used for selecting templates; for example, the best individual in the current population could be used as a template).

A crucial question when using a template to sample new permutations is how to determine the positions of permutation elements or nodes that are to be copied from the template and the positions of nodes that are going to be generated anew. To ensure robustness across a wide spectrum of problems, it should be advantageous to introduce variation both in the positions of permutation elements that are to be generated anew as well as in the number of these elements.

To choose positions to generate anew, we use a simple method inspired by $n$-point crossover of simple GAs. In EHBSA/WT/$n$, the template permutation is first mapped onto a circle so that the last position is followed by the first one. To generate each new individual, $n \geq 2$ positions in the template are selected at random, dividing the template into $n$ segments of variable length. The segment the elements of which are to be generated anew is chosen randomly out of these $n$ segments; all remaining elements are copied directly from the template.

Randomness in generating cut positions and choosing one of these segments introduces variation in segment positions and lengths of elements that are going to be generated anew. The probability distribution of segment lengths can be controlled by $n$; for $n=2$, segment lengths are distributed uniformly, but as $n$ grows, shorter segment lengths become dominant. Again, other methods can be used to select positions that are to be generated anew.

Fig. 3 shows an example of EHBSA/WT/3 where 3 cut points are used. In this example, three segments, segment0, segment1, and segment2 are generated by cut points cut[0], cut[1] and cut[2], and segment1 is chosen for sampling nodes. Nodes of the new string in segment0 and segment2 (before cut[1] and after cut[2]) are the same as the nodes of the template. New nodes are sampled for only segment1 (from cut[1] up to, but not including, cut[2]) based on the $EHM^t$ using a similar algorithm to that in EHBSA/WO.

III. NODE HISTOGRAM BASED SAMPLING ALGORITHM
In the EHBSA described in Section II, primary attention is paid to the adjacency relationship between nodes. In contrast to this, in the NHBSA described in this section, primary attention is paid to how each node distributes across string positions in a population $P(t)$. Thus, node distribution in string positions is modeled. Basically, sampling techniques similar to those used for EHBSA can be applied to NHBSA.

A. Developing Node Histogram Matrix (NHM)
Let string of $k$-th individual in population $P(t)$ at generation $t$ represent $s'_k = \{\pi'_k(0), \pi'_k(1), \ldots, \pi'_k(L-1)\}$ as in Section II. Then, a node histogram matrix NHM' ($n'_{ij}$) ($i, j = 0, 1, \ldots, L-1$) of population $P(t)$ consists of $L^2$ elements as follows:

$$n'_{ij} = \sum_{s' \in P(t)} \delta_{ij}(s'_k) + \varepsilon$$

where $N$ is the population size, $\delta_{ij}(s'_k)$ is a delta function defined as

$$\delta_{ij}(s'_k) = \begin{cases} 1 & \text{if } \pi'_k(i) = j \\ 0 & \text{otherwise} \end{cases}$$

Explicitly saying, integer part of $n'_{ij}$ of NHM indicates the total number of node $j$ at (absolute) position $i$ of strings in $P(t)$, i.e., it represents how nodes are distributed in the string positions in a population.

The average number of nodes of element $n'_{ij}$ in NHM' is $LN/L^2 = N/L$. So the bias $\varepsilon$ for NHM is defined as in Eqs. 3 and 5 of EHBSA as follows:

$$\varepsilon = N^2/L^3 B_{ratio}$$

An example of NHM is show with $EHM^t$ in Fig. 4. Please note that values in diagonal
positions of EHM $e_i$ ($i = 1, 2, \ldots, L–1$) are not used in the sampling algorithm though they are defined 0 in Eqs. 1 and 4 for convenience. In contrast to them, values in diagonal positions of NHM $n'_{ij}$ ($i = 1, 2, \ldots, L–1$) show frequencies of node $i$ at $i$-th positions in the population and are used in the sampling algorithm without any special treatments.

\[
P(t) = \begin{pmatrix}
    0 & 1.25 & 0.25 & 2.25 & 0.25 \\
    0 & 1.25 & 0.25 & 2.25 & 0.25 \\
    0 & 1.25 & 0.25 & 2.25 & 0.25 \\
    0 & 1.25 & 0.25 & 2.25 & 0.25 \\
    0 & 1.25 & 0.25 & 2.25 & 0.25 
\end{pmatrix}
\]

\[
\begin{align*}
    s'_{0} &= (0, 1, 2, 3, 4) \\
    s'_{1} &= (1, 3, 4, 2, 0) \\
    s'_{2} &= (3, 4, 2, 1, 0) \\
    s'_{3} &= (4, 0, 3, 1, 2) \\
    s'_{4} &= (4, 1, 2, 3, 0)
\end{align*}
\]

1. Generate a random position index permutation $r[i]$ of $\{0, 1, \ldots, L–1\}$
2. Generate a candidate node list $C = \{0, 1, \ldots, L–1\}$
3. Set the position counter $p=0$
4. Sample node $x$ with probability $n'_{ij}/\sum_{j} n'_{ij}$
5. Set $c[i]=x$ and remove node $x$ from $C$
6. Update the position counter $p=p+1$
7. If $p<L$, go to Step 4, otherwise obtain a new individual string $c[i]$

Fig. 5 Schematic description of NHBSA/WO

2) NHBSA/WT

NHBSA/WT attempts to improve the sampling by using a template as in EHBSA/WT in Section II. EHBSA/WT starts by selecting a template individual from the selected population $P(t)$. We use the same strategy for selecting the template individual with NHBSA/WT and set the template to a random individual from $P(t)$.

A new individual is created by copying a part of the template directly and generating the remaining positions according to the NHM learned from the population of promising solutions. A big difference between NHBSA/WT and EHBSA/WT is in how they select positions of nodes which are copied from template and how to sample nodes according to the EHM or NHM. In EHBSA/WT, nodes in continuous positions in segments are copied and then nodes in a segment are sampled according to the EHM (see Fig 3). To obtain the sampling segment, we used $n$ cut points.

In NHBSA/WT, we generate strings, some positions copied and others sampled, through a random sampling sequence. The number of nodes to be sampled $l_{WT}$ is generated by using an $n$ cut point approach similar to EHBSA, as follows. First we apply $n$ cut points to the template string $T[i]$ and choose one segment from $n$ segments randomly, from which we obtain $l_{WT}$ as the number of nodes in that segment. Note here we generate segments only to obtain value of $l_{WT}$ (we can obtain the value of by more easy method as discuss in Section V.B.). Then we copy the nodes of $L–l_{WT}$ from template string $T[i]$ and sample nodes of $l_{WT}$ according to the NHM. The remaining nodes are then directly sampled, forming a new string.

More specifically, first we generate a random permutation of position index $r[i]$ of $\{0, 1, \ldots, L–1\}$ as in NHBSA/WO. Each node of $c[r[i]]$ is copied from template string $T[r[i]]$ for $p = 0, 1, \ldots, L–l_{WT}–1$. Then, each node of $c[r[i]]$ is sampled for $p = L–l_{WT}, L–l_{WT}+1, \ldots, L–1$. The schematic description of the NHBSA/WT is shown in Fig. 6. When we use $n$ cut points for NHBSA/WT, we represent it as NHBSA/WT/$n$ as in EHBSA/WT.

1. Generate a random position index permutation $r[i]$ of $\{0, 1, \ldots, L–1\}$
2. Generate a candidate node list $C = \{0, 1, \ldots, L–1\}$
3. Generate values of $l_{WT}$
4. $r[i][j] \leftrightarrow T[i][j]$ for $i = 0, 1, \ldots, L–l_{WT}–1$
5. Remove nodes $r[i][j]$ from $C$ for $i = 0, 1, \ldots, L–l_{WT}–1$
6. Set the sampling start counter $p←L–l_{WT}$
7. Sample node $x$ with probability $n'_{ij}/\sum_{x} n'_{ij}$
8. Set $c[i]=x$ and remove node $x$ from $C$
9. Update the position counter $p=p+1$
10. If $p=L$, go to Step 4, otherwise obtain a new individual string $c[i]$

Fig. 6 Schematic description of NHBSA/WT

IV. EXPERIMENTS

In this section, we explore the performance of NHBSA comparing them with that of EHBSA using two types of problems, flow shop scheduling problem (FSSP) and quadratic assignment problem (QAP). These problems are NP-hard and have been approached with many methods, such as simulated annealing [2], taboo search [18], [19], [20], hybrid genetic search [4], ACO [16], [17]. Since our main attention is to compare NHBSA with EHBSA, in this paper we do not compare our algorithm with those above algorithms.
A. Test Problems

1) Flow shop scheduling problem (FSSP)
General assumptions of the FSSP can be described as follows: Jobs are to be processed on multiple machines sequentially. There is one machine at each stage. Machines are available continuously. A job is processed on one machine at a time without preemption, and a machine processes no more than one job at a time.

In this paper, we assume that \( L \) jobs are processed in the same order on \( M \) machines. This means that our FSSP is the \( L \)-job and \( M \)-machine sequence problem. The purpose of this problem is to determine the sequence of \( L \) jobs which minimizes the makespan (i.e., the completion time of all jobs). This sequence is denoted by a permutation string of \( \{0, 1, ..., L-1\} \).

2) Quadratic assignment problem
The QAP is the problem of assigning a set of facilities to a set of locations and can be stated as a problem to find permutations \( \phi \) which minimize

\[
f(\phi) = \sum_{i,j} a_{ij} p_{\phi(i)\phi(j)},
\]

where \( A = (a_{ij}) \) and \( B = (b_{ij}) \) are two \( L \times L \) matrices and \( \phi \) is a permutation of \( \{0, 1, ..., L-1\} \). Matrix \( A \) is a distance matrix between locations \( i \) and \( j \), and \( B \) is the flow between facilities \( r \) and \( s \). Thus, the goal of the QAP is to place the facilities on locations in such a way that the sum of the products between flows and distances are minimized. To date instances \( L \geq 20 \) can generally not be solved to optimality and one has to apply heuristic algorithms which find high quality solutions in a relatively short computation time [16].

B. Evolutionary models
This section describes evolutionary models for all methods included in our comparison. All models are based on the steady-state scheme.

1) Model for NHBSA/WT and EHBSA/WT
Let the population size be \( N \), and let it, at time \( t \), be denoted by \( P(t) \). The population \( P(t+1) \) is produced as follows:

1. NHM (EHM) is computed from \( P(t) \).
2. A template individual \( T[] \) is selected from \( P(t) \) randomly.
3. EHBSA/WT (NHBSA/WT) is executed using NHM (EHM) and \( T[] \) to generate a new individual \( c[] \).
4. The new individual \( c[] \) is evaluated.
5. If \( c[] \) is better than \( T[] \), then \( T[] \) is replaced with \( c[] \), otherwise the population remains unchanged, forming \( P(t+1) \).

2) Evolutionary model for NHBSA/WO and EHBSA/WO
The evolutionary model for NHBSA/WO and EHBSA/WO is similar to the model for NHBSA/WT and EHBSA/WT, except that NHBSA/WO and NHBSA/WO do not use a template \( T[] \). The new string \( c[] \) is compared to a randomly selected individual \( i[] \) in \( P(t) \), and if \( c[] \) is better than \( i[] \), \( i[] \) is replaced with \( c[] \); otherwise, the population remains unchanged.

3) Evolutionary model for two-parent recombination operators
Although more powerful state-of-art operators, such as EAX by Nagata [10], exist, to compare the performance of the proposed methods with the performance of traditional two-parent recombination operators we use OX, PMX, and EER, because they are not bound to specific applications. We use the same steady-state scheme for two-parent recombination operators as well, and after selecting and recombining two parents, one of the two new offspring is incorporated into the original population. In our generational model, two parents are selected from \( P(t) \) randomly. No bias is used in this selection. Then we apply a recombination operator to produce one child. This child is compared with its parents. If the child is better than the worst parent, then the parent is replaced with the child.

C. Results

1) TSP
NHBSA aims to solve permutation problems where the absolute position of each node in a string is related to performance. So, it is clear that NHBSA does not work well on the TSP. To make this clear, we ran it on a TSP instance eil51, 51-city TSP. The following control parameters values were used: population size \( N = L \times 2 \) (L is number of cities), \( B_{\text{ration}} = 0.0002 \), and the maximum number of evaluations \( E_{\text{max}} = L \times 40,000 \). For WT, cut-point numbers of 2, 3, 4, 5, and 6 were tested. The results are shown in Table 1. Here, EXCESS indicates the average excess from the best known solution over 20 independent runs and \#OPT indicates the number of runs which found the best known solution.

As expected, NHBSA did not work well for TSP where a relative sequence of nodes in a string is related to the performance. EHBSA/WT worked well in both EXCESS and \#OPT and much better than other EDA approaches in permutation domains such as [14] as reported in [22], [23].

<table>
<thead>
<tr>
<th>Crossover</th>
<th>\text{EXCESS}</th>
<th>\text{#OPT}</th>
</tr>
</thead>
<tbody>
<tr>
<td>OX</td>
<td>8.18%</td>
<td>0/20</td>
</tr>
<tr>
<td>PMX</td>
<td>53.76%</td>
<td>20/20</td>
</tr>
<tr>
<td>EER</td>
<td>4.84%</td>
<td>0/20</td>
</tr>
<tr>
<td>OX</td>
<td>8.18%</td>
<td>0/20</td>
</tr>
<tr>
<td>PMX</td>
<td>53.76%</td>
<td>20/20</td>
</tr>
<tr>
<td>EER</td>
<td>4.84%</td>
<td>0/20</td>
</tr>
</tbody>
</table>

Optimal value = 426

2) FSSP
For test problems of FSSP, we use ta031 (50-job×5-machine), ta041 (50×10), ta061 (100×5), and ta071 (100×10) from http://ina2.eivd.ch/collaborateurs/etd/problemes.dir/ordonnancement.dir/ordonnancement.html.

The same values of control parameters as in 1) were used: population size \( N = L \times 2 \) (L is number of jobs), \( B_{\text{ration}} = 0.0002 \), and the maximum number of evaluations \( E_{\text{max}} = L \times 40,000 \). For WT, cut-point numbers of 2, 3, 4, 5, and 6 were tested. Results are summarized in Tables 2-5.
On ta041 (50×10), the best result was obtained with EHBSA. However, the best results were obtained with NHBSA for ta031 (50×5), ta061 (100×5), and ta071 (100×10). For example, EXCESS values of ta061 (100×5) with NHBSA are smaller than those with EHBSA for WO, WT/4, WT/5, and WT/6. The #OPTs of NHBSA are also greater than those of EHBSA. On ta071, no runs could find the best solution. However, NHBSA always outperformed EHBSA in values of EXCESS. Among the traditional crossover operators, PMX showed relatively better performance.

Here we note that both NHBSA/WT and EHBSA/WT always showed much better performance than NHBSA/WO and EHBSA/WO, respectively. These observations are consistent with EHBSA/WT on TSP in 1) and in [22] and [23]. The effectiveness of using the template will be discussed in the following section.

3) QAP
For test problems of QAP, we used problem instances available at http://www.seas.upenn.edu/qaplib/. According to [20], test instances can be classified into i) randomly generated instances, ii) grid-based distance matrix, iii) real-life instances, and iv) real-life-like instances. In this experiment, we used tai020b, tai25b, tai30b, tai35b, and tai40b which are classified as real-life-like instances.

Except for population size, the same values of control parameters as in FSSP were used. For population size, \( N = L \times 10 \) (\( L \) is the number of locations and is equal to the number of facilities used in Eq. 9), the maximum number of evaluations \( E_{\text{max}} = L \times 200,000 \). Results are summarized in Tables 6-9.

From these results, we can confirm that the NHBSA/WT has very good performance on the test problems. It could solve the test problem with the EXCESS values of 0.01 ~ 0.16%.

These values are smaller than that of EHBSA/WT by more than 10 times. Traditional crossover operators performed similarly or even worse than EHBSA/WT. Again, NHBSA/WO and EHBSA/WO did not show good performance.

The performance difference between NHBSA and EHBSA on the FSSP was not as extreme as on the QAP. In regard to this, we can say that the makespan of the FSSP depends on not only absolute position of nodes (jobs) but also the
partially relative relation of nodes in a string, i.e., edges. As a result, the EHBSA which models the edge histogram of the population did work on the FSSP. In contrast to this, performance of the QAP may depend mainly on absolute position of nodes in a string. Accordingly, the NHBSA which models the node histogram of each string position in the population works well in the QAP.

D. Effectiveness of Using Template

As shown in subsection C., NHBSA with template (NHBSA/WT) worked much better than without template (NHBSA/WO) as with EHBSA on TSP. Here, we consider the effect of using the template in NHBSA.

In NHBSA/WT, a new individual is created by copying a part of the template directly and generating the remaining positions according to the NHM learned from the population of promising solutions. Here note that all individuals in $P(t)$ have gone through the process of selection, so their quality can be assumed to be relatively high. As a result, a new individual has a chance to receive a good combination of nodes from the current population and nodes newly sampled from the NHM.

Another important feature of using template is the fact that the number of new nodes in a new string of NHBSA/WT/n is only $L/n$. This acts to reduce the speed of change of strings in a population preventing premature convergence.

Fig. 7 shows the convergence processes of NHBSA on tai30b. The results were taken as average over 20 runs. In the early stage evolution, NHBSA/WO finds better solutions faster than NHBSA/WT. However, the evolution stops at round 60,000 evaluations due to premature convergence. On the other hand, NHBSA/WT continues evolution. Fig. 8 shows the convergence processes of EHBSA on the same instance. A similar process to NHBSA is observed.

V. Future Work

In this section, we discuss major issues to be investigated in relation to this paper.

A. Combining the algorithms with local search

Similar to optimization problems and recombination-based optimizers, using local search for improving solutions locally as the search progresses can significantly improve the performance of the proposed algorithms. So, it is recommended to compare NHBSA and EHBSA with local heuristics.

Table 10 shows a preliminary results on the QAP test problem tai80b, in which we combine NHBSA and EHBSA with robust taboo search (Ro-TS) [19]. Results of Table 10 are obtained as follows: population size $N = 40$, $B_{\text{frac}} = 0.0002$, and the maximum number of evaluations $E_{\text{max}} = 5,000$ are used. For each evaluation of a new string, we applied short Ro-TS of length 100 iterations. Although these parameter values are not fine-tuned, NHBSA/WT/2 found the optimal solution 2 times.

A more intensive evaluation of the proposed algorithms with local search remains for future work.

### Table 10 Results on tai80b with NHBSA and EHBSA with Ro-TS

<table>
<thead>
<tr>
<th></th>
<th>NHBSA</th>
<th>EHBSA</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>EXCESS</td>
<td>#OPT</td>
</tr>
<tr>
<td>WO</td>
<td>0.75%</td>
<td>1</td>
</tr>
<tr>
<td>WT/2</td>
<td>0.05%</td>
<td>2</td>
</tr>
</tbody>
</table>

B. The distribution of length $l_{WT}$ in EHBSA/WT and NHBSA/WT

In Sections II and III, we have mentioned that the distribution of segment lengths to be generated anew depends on the number of cut points $n$ for $n \geq 2$. The string length $L$ and each cut point are integer values. The length $l_{WT}$ is obtained by randomly applying cut points; the distribution is obtained as below [23].

For simplicity, here we assume $L$ and $n$ to take continuous values and $L = 1.0$. So, the segment length is in the range of $[0, 1]$ and its density function is obtained as

$$p(l) = (n-1)(1-l)^{n-2}, \quad 0 \leq l \leq 1.$$  \hspace{1cm} (10)

The distribution of $p(l)$ is show in Fig. 9. As can be seen from the figure, the probability distribution of $l_{WT}$ can be controlled by $n$; for $n=2$, segment lengths are distributed uniformly, but as $n$ grows, shorter lengths of $l_{WT}$ become dominant.

Then, $l_{WT}$ is obtained as $L\cdot x$ where $x$ is a random number from Eq. 10. Thus, we can obtain $l_{WT}$ from Eq. 10 directly and more effectively. For a given $n$, the average of $l$ is obtained as

$$\bar{l} = \frac{1}{n} \cdot \int_0^1 p(l) \cdot dl = 1/n.$$  \hspace{1cm} (11)

Let $P_t$ be the rate of number of nodes to be sampled to the string length $L$. Then, $P_t$ equals $1/n$ for $n \geq 2$. Here, $P_t$ is restricted to values of 0.5, 0.333..., 0.25, and so on. However, if we extend Eq. 10 so that we can assign real number values for $n \geq 2$, then we can generate $l_{WT}$ more flexibly. This can be carried out by simply replacing $n$ with $1/P_t$ as
\[ p(l) = \left( 1 - \frac{1}{P_T} \right)^{\frac{1}{P_T} - 1} - 1, \quad 0 < P_T \leq 0.5. \]  

With Eq. 12, we can generate \( l_{WT} \) with any value of \( P_T \) between [0, 0.5]. We can also use other distributions for number of nodes to be sampled, such as the binomial distribution. To test with these distributions remains for future work.

**VI. CONCLUSION**

In this paper, NHBSA, which models node frequencies at each absolute position in strings of a population, was proposed. The NEBSA was compared with EHBSA which models the relative relation between two nodes, or edge, in permutation strings using two types of permutation problems; the FSSP and the quadratic assignment problem (QAP). The results showed that the NHBSA works better than the EHBSA on these problems. Future work for the proposed algorithm was also discussed.
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